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This paper presents a study on the effects of solvents on nuclear magnetic shielding parameters derived from
NMR spectroscopy. In particular, the study focuses on a specific nucleus, nitrogen, in two molecular solutes,
acetonitrile and pyridine, immersed in different solvents. Among the solvents, particular attention is devoted
to chloroform; its specific characteristics (low polarity and proticity), in fact, make it a very challenging
application for theoretical solvation models. Here, we exploit a coupling scheme of solute-solvent cluster
structures generated through MD simulations and high-level quantum chemical calculations in which a
continuum solvation model is also introduced. This scheme permits the study of the competitive effects due
to short-range and highly directional H-bonds and to long-range electrostatic forces and of the way these two
effects are taken into account through a discrete, a continuum, or a coupled description of the solvent. Natural
bond analysis of computed results has been used to provide insight into the role of solvent-induced modifications
of electronic distribution charge in the observed gas-to-solvent shift.

1. Introduction

The effects of solvent on nuclear magnetic shielding param-
eters derived from NMR spectroscopy have been of great interest
for a long time. In 1960, Buckingham et al.1 suggested a possible
classification in terms of various additive corrections to the
shielding arising from (i) the bulk magnetic susceptibility of
the solvent, (ii) the magnetic anisotropy of the solvent molecules,
(iii) van der Waals interactions, and (iv) long-range electrostatic
interactions. In the original scheme, strong specific interactions,
such as those acting in intermolecular hydrogen bonds, were
not dealt with but just mentioned as a possible extreme form of
the electrostatic or, more generally, “polar” effect; in the
numerous applications which followed Buckingham’s classifica-
tion, however, this further effect has always been included as a
separate contribution.

In general, it is possible to correct experimental data for the
bulk susceptibility (i.e., to eliminate effects due to item i
according to Buckingham’s analysis), but there is no way to
extract the remaining four effects which, in principle, are
included in any measurement. For this reason, they have been
the subject of several investigations even if not completely
satisfactory rationalizations have been obtained so far. The
widely believed idea is that short-range interactions can be
effectively handled by supermolecule (or discrete) calculations
involving a solute surrounded by a number of explicitly treated
solvent molecules,2 while reaction field (or continuum) methods
generally provide an effective alternative to describe long-range
electrostatic interactions.3-5 As a result, the combination of the
two approaches when coupled to accurate quantum mechanical
methods should give an effective computational tool to include
solvent effects into nuclear shielding calculations.

In this paper, we give a contribution to this topic by
computing an articulate study on solvent effects on a specific

nucleus, the nitrogen, using a nonstandard combination of
schemes of different solvation models but always involving
accurate ab initio calculations. The choice of nitrogen as the
NMR active nucleus has been induced by the well-known
sensitivity of its shielding to changes in the environment;6 in
particular, such sensitivity has been used as a probe of
intermolecular forces and intramolecular force fields to provide
information on the intramolecular potential of a given molecule
as well as the intermolecular potential between two molecules
and on the structure of fluids and solutions.

As a test application, we have selected a particular solute-
solvent couple: a solute in which the nitrogen atom is involved
in triple or aromatic double bonds (here, in particular, we have
selected acetonitrile, CH3CN, and pyridine, C5NH5) and a low-
medium polar and protic solvent, namely chloroform, CHCl3

(dielectric constantε ) 4.90). The choice of these two solutes
has been dictated by the fact that for both molecules, solvent-
induced deformation of the electronic charge distribution should
be significant and thus accurate ab initio methods become
compulsory in order to obtain a proper description of solvent
effects on the shielding. Regarding the solvent, CHCl3 is a good
choice for testing solvation models as, if we apply Buckingham’s
scheme, both “polar” contributions, i.e., electrostatic forces and
H-bonding, should be equally active and dominant on the others;
this selected multi-interaction behavior represents a challenging
test for combined discrete-continuum solvation models. On the
contrary, the same solvation schemes can be hardly applied to
very apolar and nonprotic solvents for which weak van der
Waals interactions, not sufficiently well reproduced by either
supermolecule or continuum approaches, are likely to dominate.
For completely opposite reasons, highly polar protic solvents
(as water) are also of less interest, as in this case, the
combination of small H-bonded clusters immersed in a con-
tinuum solvent should well represent the real solvent effects.

The study will be organized as follows: In the first part, we
shall describe the theoretical methods used (continuum model
+ molecular dynamics) and the criteria applied to choose the
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configurations to be used later on in the supermolecule ab initio
computations. The rest of the paper will be devoted to present
and discuss the results obtained for the property of interest
(nitrogen nuclear shielding). Initially, we shall consider aceto-
nitrile as solute and compute its gas-phase and solvated shielding
(in three different solvents: cyclohexane, CHCl3, and water)
using an electrostatic-only solvation continuum model (the new
version of the polarizable continuum model, PCM,7 known by
the acronym IEF-PCM9). Successively, we shall focus on a
single specific solvent, CHCl3, and shift to a supermolecule
model (with or without the continuum) in which the solute-
solvent clusters are obtained from molecular dynamics simula-
tions: both flexible and rigid approaches will be tested. Next,
a similar study will be repeated on pyridine as solute. For both
solutes, an orbital-based study exploiting a NBO analysis will
be used to rationalize the computed results.

2. Computational Methods

2.1. IEF-PCM Solvation Continuum Model. In the IEF-
PCM model, the solvent is represented by a homogeneous
continuum medium which is polarized by the solute placed in
a cavity built in the bulk of the dielectric. The solute-solvent
interactions are described in terms of a solvent reaction potential.
The basic hypothesis is that one can always define a new
energetic functional, the free energyG, depending on the solute
electronic wave function

whereĤ0 is the Hamiltonian describing the isolated molecule
and V̂R represents the solvent reaction operator. By applying
the variational principle to this functional, we can derive the
nonlinear Schro¨dinger equation specific for the solvated system.

In general, the computational strategy formulated to define
the reaction potential is based on a modelization of the solvent
interactions according to the theory of intermolecular forces.
Within this framework, the energetic quantityG and the
corresponding reaction operatorV̂R are written as a sum of
contributions of different physical origin related to dispersion,
repulsion, and electrostatic forces between solute and solvent
molecules. In the present paper, however, we shall consider the
electrostatic part of the interactions only.

The electrostatic problem of a charge distribution,FM,
embedded in a cavity, C, (within which the permittivity is
assumed to be equal to 1) surrounded by an isotropic continuum
dielectric with a given permittivity,ε, can be expressed as
follows:

whereV indicates the electrostatic potential andΣ is the cavity
surface. The jump condition, [V] ) 0, means that the potential
V is continuous across the interfaceΣ, i.e., Ve - Vi ) 0 on Σ
where the subscripts e and i indicate the exterior and the interior
of the molecular cavity, respectively. The equality [∂xV] ) 0 is
a formal expression of the jump condition of the gradient of
the potential; for a homogeneous isotropic dielectric, it takes
the well-known form

wheren is the outward pointing unit vector perpendicular to
the cavity.

Within the integral equation formalism (IEF),9 one can
transform the first two equations in system 2 into integral
equations on the surfaceΣ that can be solved with standard
numerical methods. The solution of system 2 is thus reduced
to a sum of two electrostatic potentials, one produced byFM in
vacuo and the other due to a surface charge distributionσ placed
on the interface which arises from the polarization of the
dielectric medium:

where the integral in the first term is taken over the entire three-
dimensional space. The problem is then shifted to the definition
of the proper apparent surface charge (ASC),σ. In computational
practice, use is made of a partition of the cavity surface into
small regions, called tesserae, with known area,ak. In the limit
of a sufficiently accurate mapping, one can always approximate
the continuum distributionσ on each tessera with a single-value
quantity to define the equivalent sets of pointlike charges as
q(sk) ) σ(sk)ak wheresk indicates the representative point of
tesserak (i.e., the point at which we computeσ).

In this scheme, the reaction potential,V̂R, to be introduced
in the effective Hamiltonian is reduced to one-electron operators
depending onq(sk), and thus, the IEF-PCM method can be
straightforwardly applied to different levels of the quantum
mechanical description and modeled to include various concepts
and approaches provided by the general quantum mechanical
theory. The important new aspect to be taken into account is
the introduction of an additional nonlinear character not present
in isolated systems; the apparent charges,q(sk), depend on the
solute charge distribution they contribute to modify.

2.1.1. Nuclear Shielding for an IEF Solute.For a molecular
solute, the nuclear magnetic shielding tensorσX of a nucleus,
X, is expressed as mixed second derivatives of the free energy
functional, G, with respect to the external magnetic field,B,
and the nuclear magnetic moment,µX,

whereBi andµj
X (i, j ) x, y, z) are the Cartesian components of

the external magnetic field,B, and of the nuclear magnetic
moment,µX, respectively.

The presence of the magnetic field introduces the problem
of the definition of the origin of the corresponding vector
potential. However, becauseσ is a molecular property, it must
be invariant with respect to changes of the gauge origin. To
obtain this gauge invariance in the ab initio calculations, one
can introduce gauge factors into the atomic orbitals of the basis
set in such a manner that the results are independent of the gauge
origin even though the calculation is approximate. Inclusion of
gauge factors in the atomic orbitals may be accomplished by
using gauge invariant atomic orbitals (GIAO)8

whereRν is the position vector of the basis function, andøν(0)
denotes the usual field-independent basis function.

The GIAO method is used in conjunction with analytical
derivative theory; in this approach, the magnetic field perturba-
tion is treated in an analogous way to the perturbation produced

G(Ψ) ) 〈Ψ|Ĥ0|Ψ〉 + 〈Ψ|12V̂R|Ψ〉 (1)

{-∆V ) 4πFM in C
-ε∆V ) 0 outside C
[V] ) 0 on Σ
[∂xV] ) 0 on Σ

(2)

(∂V
∂n)i

- ε(∂V
∂n)e

) 0 (3)

V(x) ) VM(x) + Vσ(x) ) ∫R3

FM(y)

|x - y| dy + ∫Σ

σ(s)
|x - s| ds (4)

σij
X ) ∂

2G

∂Bi ∂µj
X

(5)

øν(B) ) øν(0) exp[- i
2c

(B × Rν)‚r] (6)
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by changes in the nuclear coordinates. For a solute described
at Hartree-Fock or DFT level with expansion of the molecular
orbitals over the previously defined field-dependent basis set,
the components of the nuclear magnetic shielding tensor are
obtained as

wherePBi is the derivative of the density matrix with respect to

the magnetic field. Matricesh
µj

X

and hBiµj
X

contain the first
derivative of the standard one-electron Hamiltonian with respect
to the nuclear magnetic moment and the second derivative with
respect the magnetic field and the nuclear magnetic moment,
respectively. Both terms do not contain explicit solvent-induced
contributions as these contributions do not depend on the nuclear
magnetic moment of the solute and thus the corresponding
derivatives are zero. On the contrary, explicit solvent effects
act on the first derivative of the density matrixPB which can
be obtained as solution of the corresponding first-order coupled-
perturbed HF (or Kohn-Sham, KS) equation.5

2.2. Molecular Dynamics Calculations.Molecular dynamics
simulations were performed with the DL_POLY 2.12 package10

in the microcanonical ensemble and using periodic boundary
conditions. For the simulations containing acetonitrile as solute,
the recent model of Grabuleda et al.12 was employed, while
solvent chloroform molecules were described by the param-
etrization performed by Fox and Kollman.11 In both cases,
potential parameters were developed in the framework of the
Cornell et al.13 force field providing flexible all-atom models
for both type of molecules. Internal deformations were allowed
by means of the usual bond, angle, and torsion terms, while
the nonbonded van der Waals and electrostatic ones were used
to describe the intermolecular interactions. Two types of
simulations, as indicated below, were performed for the
chloroform solution of acetonitrile. In one case, flexibility was
allowed in both solute and solvent molecules and only bonds
involving hydrogen atoms were constrained to their equilibrium
values by means of the SHAKE14 algorithm. A second simula-
tion was performed in which all molecules were treated as rigid
bodies at their equilibrium geometries and only intermolecular
interactions were considered. For the pyridine study, the
Jorgensen and McDonald15 all-atom force field was employed.
This force field allows internal deformations as well for the
heterocycle, but in this case, only rigid solute and CHCl3 solvent
molecules were considered in the corresponding MD simulation.

All simulations contained one solute (acetonitrile or pyridine)
molecule and 256 solvent, chloroform, molecules. To set up
the systems, a cubic box containing 258 solvent molecules was
equilibrated at 298 K. The experimental density,19 1.473 g/cm3,
was used to establish box sides (L). Solutes were introduced
by replacing two adjacent solvent molecules in the equilibrated
box with the solute molecule. After initial minimization to
remove bad contacts when necessary, systems were thermalized
at 298 K. Production periods of 300 and 150 ps for the
simulations containing rigid and flexible models, respectively,
were obtained. Equations of motions were integrated with time
steps of 2 and 0.25 fs for the rigid and flexible cases,
respectively. In the first case, rigid bodies were treated by the
quaternion formalism16 and an implicit leapfrog quaternion
algorithm17 was applied. When dealing with flexible molecules,
Verlet leapfrog scheme18 was employed. Coulombic interactions
were computed using the Ewald sum technique,18 and a spherical
molecular cutoff of L/2 was applied for the short-range
interactions.

2.2.1. Radial Distribution Functions and Selection of Struc-
tures.In the context of statistical simulations, primary informa-
tion regarding the structure of the solvent in the nearest
neighborhood of the solute may be obtained by means of the
radial distribution functions (RDFs). This information will be
used in this work to define in a consistent way the size of the
clusters used in the ab initio calculations. As nuclear shieldings
will be computed on the nitrogen atom of acetonitrile and
pyridine, initially, the RDFs of interest will be those centered
on this solute atom. Figure 1 shows the N-Cl and N-H RDFs
obtained for the two simulations performed of acetonitrile in
chloroform.

The first fact to notice is the marginal effect of freezing the
molecules when passing from the flexible to the rigid models
on the distributions obtained. In fact, with the present statistical
noise, longer simulation times are needed to establish the origin
of the observed differences. It can be inferred fromgN-Cl and
gN-H distributions that chloroform molecules around the nitrogen
atom of the acetonitrile have a preferential orientation with the
hydrogen atom oriented toward the N center.

A well-defined first peak centered at ca. 2.50 Å is observed
(see Figure 1) for the N-H pair distribution, locating the first
minimum at 4.2 Å. The corresponding running integration
number up to this value is 4.2.

In the case of the pyridine solution, Figure 2, the situation is
similar although first peaks are no so well defined, showing a
more diffuse distribution of chloroform molecules in the
neighborhood of the N atom.

In this case, the minimum in thegN-H is not as well defined
as in the acetonitrile case, but a reasonable value to define the
closest shell of hydrogen atoms can be located in the range of
3.7-4.0 Å, yielding integration numbers between 1.5 and 1.8.

With the information supplied from the computed RDFs, the
selection of the solvent molecules included in a given cluster
is done on the basis of a cutoff distance (rcut) for the N-H
pair: all solvent molecules having the hydrogen atom closer
thanrcut to the solute nitrogen will be included in the NMR ab
initio calculation of the corresponding structure. Values used
for rcut are 4.2 and 3.8 Å for the acetonitrile and pyridine
simulations, respectively. With this criterion, sets of structures
were generated for the different simulations, the separation

Figure 1. Radial distribution functions for the N-H and N-Cl pairs
in the chloroform solutions of acetonitrile. Solid and dashed lines
correspond to simulations using the rigid and flexible models,
respectively.

σij
X ) tr[PhBi

µj
X

+ PBih
µj

X

] (7)
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between two consecutive structures in a given set being 10 ps.
This large time separation avoids any kind of correlation in the
structures selected, so a proper sampling can be performed on
the basis of the configurations used. Two examples of the type
of clusters generated are shown in Figure 3 for the simulations
with rigid molecules of acetonitrile and pyridine.

3. Results and Discussions

The present section will be mainly focused on the analysis
of N nuclear shielding of acetonitrile in CHCl3 (some results
are also reported for cyclohexane and water as solvents); the
parallel analysis on pyridine will be less detailed and used more
as a counterexample with respect to acetonitrile than as an
independent study.

Solvated systems will be represented both in the framework
of the IEF-PCM electrostatic continuum model and in that of
a supermolecule approach (eventually including the continuum).
For the supermolecule calculations, the solute-solvent cluster
structures have been obtained through MD simulations (see
previous section for details).

In the calculation of nuclear shieldings, fixed experimental
geometries have been used both in the gas phase and in the
presence of the solvent. To take into account the gauge-origin
problem, we have used the gauge-including atomic orbital
(GIAO) method8 at density functional level of theory.20 All ab
initio calculations both in vacuo and in solution have been
performed using a development version of the Gaussian code.21

Before starting the study of solvated systems, let us check
the quantum mechanical level of calculation we shall exploit
in the following analysis; for this preliminary step, we limit
the calculations to the isolated systems only.

3.1. Basis Set Dependence of Nuclear Shielding.Some
exploration on the effect of basis sets and of the density
functional on the calculated gas-phase nitrogen absolute shield-
ing in CH3CN and pyridine is reported in Table 1.

There are large changes of about 30-40 ppm upon expanding
the valence representation from double-ú 6-31+G(d,p) to triple-ú
6-311+G(d,p), while upon adding more polarization functions
and/or diffuse functions no significant changes are found.

Passing to the effect of changing the functional, two alterna-
tives have been considered, namely, the B3LYP and the
MPW1PW91:22 the former has been considered because it is

one of the most used functionals and also because it has shown
good behaviors in many different applications (including nuclear
shielding calculations); the second one has been tested, even if
much less used than B3LYP, because of its successful applica-
tion in shielding calculations on C.23 From what is reported in
Table 1, it is clear that no significant differences can be obtained
from these functionals.

In any case, i.e., with any basis set/functional combination,
significant differences are found with respect to the experimental
data:-8.7 ppm for CH3CN and-81.8 for pyridine.6 This fact,
however, is not crucial in this study as solvent-induced shifts
are to be computed, and thus, eventual inadequacies of the
quantum mechanical level of calculations will be, to a large
extent, canceled in the difference between the gas-phase
reference and solvent-including calculations. On the basis of
these considerations, it has been decided to use B3LYP as
functional and 6-311+G(d,p) as basis for following calculations
on all the systems in this study.

Figure 2. Radial distribution functions for the N-H and N-Cl pairs
in the chloroform solution of pyridine.

Figure 3. Two examples of the acetonitrile-chloroform (a) and
pyridine-chloroform (b) clusters used in the ONIOM computations
of Table 3.

TABLE 1: Effect of Basis Set and Functional on Gas-Phase
N Nuclear Shielding (in ppm) of Acetonitrile and Pyridine

CH3CN PYRIDINE

B3LYP MPW1PW91 B3LYP MPW1PW91

6-31+G(d,p) 10.47 8.67 -63.14 -60.91
6-311+G(d,p) -25.51 -24.06 -102.78 -96.95
6-311+G(2d,2p) -25.82 -24.29 -101.36 -95.66
6-311++G(2d,2p) -25.83 -24.27 -101.38 -95.68
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3.2. Acetonitrile. 3.2.1. CaVity Size Effect.The importance
of the cavity definition in continuum solvation methods is a
well-known aspect which has led to many different studies of
systematic nature.24 Since its original version, PCM defines the
cavity as an envelope of spheres centered on atoms (or at most
atomic groups); here, we maintain the same feature for all the
numerical calculations. By the adoption of this definition, the
problem is shifted to the size of the spheres; although several
computations have shown that standard van der Waals radii
provide reasonable cavity sizes, a number of improvements have
been suggested.25 In the present application, we define the cavity
in terms of spheres centered on some selected atoms and with
radii, RA, proportional to van der Waals radii:

The initially proposed factor for the evaluation of the electro-
static contribution to the solvation free energy of neutral solutes
wasf ) 1.2. The occurrence of a scaling factor larger than 1 is
justified by considering that atomic bond or lone pair charge
centers of the solvent molecules are normally located a bit
further from the solute atoms than a van der Waals radius. The
valuef ) 1.2 was chosen on the basis of the energy decomposi-
tion analysis over a few sets of cluster systems.24 From this
first proposal, many studies have been done on the choice of
the best scaling factor; however, the value 1.2, at least for neutral
molecules in aqueous solution, has always been confirmed as a
valid one.

Until now, however, all the main tests have been focused on
energy considerations; in other words, the leading aspect
commonly adopted is the search of the best agreement between
computed and experimental solvation free energy values. This
is clearly a very important feature to be fulfilled for any accurate
and reliable solvation method, but other aspects should also be
considered. In particular, it may happen that a cavity which gives
the best values of solvation free energies is not good enough
when we pass to consider other molecular properties. In this
paper, we give an alternative analysis choosing, as a test
quantity, the isotropic nuclear magnetic shielding,σ.

In Table 2 we report the absolute N nuclear shielding,σ,
and the gas-to-solution shift,∆σ ) σvac - σsol, computed at
B3LYP/6-311+G(d,p) level with respect to the cavity size, here
represented by the value of the scaling factor,f. The range
explored is 1.2-1.6 with consideration of hybrid combinations
of the extreme values. We recall that for CH3CN, we have
exploited a three-sphere cavity, in which the spheres are centered
on the three heavy atoms with radii 1.55 Å for N, 1.7 Å for C
(bonded to N), and 2.0 Å for methyl C.26

The first aspect to note looking at the results of Table 2 is
the difficulty of the electrostatic-only continuum model to

represent the apolar cyclohexane for which, at any cavity size,
the computed solvent effect goes in the wrong direction
indicating a shielding instead of the observed deshielding with
respect to the gas phase. These findings confirm the consider-
ations reported in the Introduction about limits of approximated
approaches: for the apolar cyclohexane, in fact, an electrostatic-
only model will hardly manage to reproduce the real effects
(more likely produced by weak van der Waals forces); here,
however, this problem will not be considered in more details
as it is beyond the scope of the present paper.

More important for our scope is, in fact, the comparison
between the two protic solvents, CHCl3 and water. It seems
clear that for both solvents, the standard 1.2 scaled cavity is
not adequate, overestimating the solvent effect. Increasing the
scaling factor, however, does not have the same effect in the
two solvents: while for water 1.4 is enough to approach the
experimental value, for CHCl3, neither the largest value 1.6 nor
any combinations of it is sufficient to properly reduce the final
effect in agreement with experiments. The different behavior
found in the two protic solvents confirms what was discussed
in the Introduction about the reasons we have chosen CHCl3 as
test solvent. The highly polar character of water can in fact be
well modelized in terms of electrostatic continuum models and
also the strong H-bond it forms with the nitrogen atom can be
taken into account by slightly enlarging the standard cavity as
confirmed by the good value obtained with the last hybrid cavity
in which only the N-centered sphere has been enlarged.

3.2.2 Supermolecule Calculations.The results obtained by
exploiting an electrostatic-only continuum model have shown
the necessity of introducing other interactions, in particular those
deriving from short-range specific effects induced by H-bonding.

To get an accurate description of H-bond effects on nuclear
shielding, a possible approach is through clusters formed by
solute and some solvent molecules. For weak H-bonds as those
formed by CHCl3 however, the structure of such clusters is
preferably obtained through MD simulations rather than through
ab initio geometry optimizations. The weak character of this
interaction in fact cannot be well represented in terms of a single
rigid structure obtained as the minimum of the potential energy
surface of the cluster. On the contrary, the real situation is
dynamic and a variety of different and representative structures
can and do occur. Here, this situation is achieved by considering
structures derived from MD shots taken at different simulation
times (see section 2 for details). In particular, we have used
two sets of 10 structures including a variable number of solvent
molecules: for each structure, the number of solvent molecules
is determined by the threshold (rcut) imposed in the distance
between the acetonitrile N atom and the H of CHCl3 (the number
of these selected molecules varies from 1 to 4). For each
structure of each set, we have computed two calculations, one
in the gas phase and the other in the presence of an external
continuum solvent mimicking the bulk CHCl3. The calculations
on clusters have been obtained exploiting the MO:MO ONIOM
method implemented in the Gaussian code.

The ONIOM hybrid method is very general and can integrate
any two (or more) computational methods. For a two-level
ONIOM computation, the total energy of the system is obtained
from three independent calculations:

where real denotes the full system, which is treated at the low
computational level, while model denotes the part of the system
for which the energy needs to be calculated at both the high
and low level. The definition of the layers is rather straight-

TABLE 2: IEF -PCM Computed N Nuclear Shielding (σ(N)
in ppm) and Gas-to-Solution Shift (∆σ(N)) for Acetonitrile
in Various Solvents with Respect to the Cavity Size Here
Represented by the Scaling Factorf

σ(N) ∆σ(N)

f cyclohexane CHCl3 WATER cyclohexane CHCl3 WATER

1.2 -15.64 -7.79 -1.25 -9.86 -17.72 -24.26
1.4 -18.53 -13.12 -8.72 -6.98 -12.39 -16.79
1.6 -20.47 -16.62 -13.54 -5.04 -8.89 -11.97
1.2/1.2/1.6 -17.97 -11.96 -6.97 -7.54 -13.55 -18.85
1.2/1.6/1.6 -18.55 -12.80 -7.86 -6.96 -12.71 -17.94
1.6/1.2/1.2 -18.60 -13.30 -8.99 -6.91 -12.21 -16.52

exptla +2.5 -6.2 -17.2

a Reference 6.

RA ) fRA
vdW

EONIOM ) Elow,real - Elow,model+ Ehigh,model
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forward in our case as we do not have any covalent bond
between the solute and the solvent molecules, the model being
represented by CH3CN only. Besides the energy and its
geometrical derivatives, other properties are available in the
ONIOM framework as well:29 here, in particular, we shall
consider the isotropic shielding for which the integrated value
can be calculated with an expression analogous to the ONIOM
energy expression:

The ONIOM scheme has been recently generalized to include
the IEF-PCM solvation model;30 in this case, the two model
calculations are computed keeping fixed the molecular cavity
of the full real system (i.e., the whole cluster) but recomputing
the reaction field in each subcalculation. Other ONIOM+ IEF-
PCM schemes have been formulated and implemented in a
development version of the Gaussian code, but we have not
tested them in the present study.

For any ONIOM calculation, the two levels of calculation
employed are B3LYP/6-311+G(d,p) and HF/STO-3G. The
validity of this combination has been tested on some selected
clusters for which a full high-level calculation has been repeated
both in gas phase and in solution. In all cases, the mean
differences obtained between ONIOM and complete nuclear
shieldings are around 1 ppm in gas phase and around 2 ppm in
solution; these values can be thus assumed as the uncertainty
range of our calculations.

Nitrogen isotropic shieldings,σ(N), obtained from ONIOM
supermolecule calculations are reported in Table 3. The data
are divided into two main groups depending on the type of
models, rigid or flexible, used in the MD simulations. Each
group is composed of two sets of 10 clusters selected as
described above and used to compute N nuclear shieldings with
and without adding an external continuum dielectric within the
framework of the IEF-PCM. The computed shieldings of each
set of 10 structures (which are not reported) have been
arithmetically averaged to give the value reported in Table 3.
A further average has been done between these two values; this
is indicated as average. In the same table, for each set of clusters,
we also report the standard deviation (sd).

As a first analysis, we consider the differences obtained by
using the two alternative models for CH3CN, i.e., the flexible
and the rigid ones. From the sd values obtained, it is evident
that the results from the flexible model are by far more sparse
than those obtained keeping geometries fixed. This significant
difference between the two models can be explained by recalling
the high sensitivity of nuclear shielding on molecular geometries;

also, small differences in bond lengths and angles can induce
large variations inσ. The main aspect to note, however, is that
the final mean value is very similar in the two models. This
result gives us some level of confidence in the number of
necessary structures to produce meaningful estimations and,
therefore, in the validity of our analysis.

By comparing results obtained with flexible and rigid models,
one could try to derive some qualitative considerations on
vibrational contributions to the shielding. The similar results
obtained with the two models, in fact, seem to indicate that
nuclear vibrations do not affect too much the properties when
taken as an averaged effect, even though the high sd value
obtained for the flexible model confirms the sensitivity of the
property to geometry effects. More detailed analyses on this
point are required to get more stated conclusions, but as concerns
the present paper, we limit ourselves to underline the problem
without giving further comments.

To have a more direct comparison with experimental data,
in Table 4, we report the computed variations of the isotropic
shielding with respect to the value of the isolated molecule.
The labels used to indicate the various models are the same as
for the previous table, except we have added two new values
for the rigid group of data. These have not been reported in the
previous table as they are almost identical to the others with
respect to the statistical analysis. The first new item regards
IEF-PCM calculations and refers to a different definition of
the cavity size used for the cluster: for the spheres centered on
the two carbons of CH3CN, we have used 1.6 as a scaling factor
instead of the standard 1.2 value. The results obtained with this
enlarged cavity are indicated asf ) mix (f ) 1.2, on the
contrary, refers to standard cavities). The second new value
reported in Table 4 refers to enlarged clusters obtained from
the set of MD configurations previously used in the set 2 by
including additional solvent molecules. These larger clusters are
built by adding a new cutoff distance for the pair Cl-methyl C
of CH3CN. In this case, RDFs centered in the methyl C atom
show a preferential orientation of the chloroform molecules
located in the neighborhood of the methyl group, in which
chlorine atoms interact with the hydrogens of the CH3 group.
The cutoff distance used was 5.2 Å. So, any chloroform
molecule satisfying one or both of the distance criteria was
selected for the corresponding cluster. Figure 4 shows one of
the used clusters in which it is possible to observe how the new
criterion roughly allows the inclusion of a complete first
solvation shell (eight to nine solvent molecules) around the
acetonitrile molecule.

Taking into account the results shown in Table 3 and the
considerable increase in the computational effort for the new

TABLE 3: ONIOM (B3LYP/6-311 +G(d,p) and HF/STO-3G)
N Nuclear Shielding, σ(N) (in ppm), of Acetonitrile in CHCl 3
Solutiona

VAC IEF-PCM

σ(N) sd σ(N) sd

Flexible
set 1 -19.52 8.45 -8.31 7.48
set 2 -22.39 8.77 -11.03 8.17
average -20.96 -9.67

Rigid
set 1 -19.42 3.27 -8.37 2.76
set 2 -20.95 2.57 -9.10 1.98
average -20.18 -8.73

a Sets 1 and 2 Refer to Two Different Sets of CH3CN(CHCl3)n

Clusters Obtained from MD Simulations. The Column Labeled as “sd”
Reports Values of Standard Deviation for Each of the Set of Clusters.

σONIOM ) σlow,real - σlow,model+ σhigh,model

TABLE 4: ONIOM (B3lyp/6-311 +G(d,p) and HF/STO-3G)
Gas-to-Solution Shift, ∆σ(N) (in ppm), on N Nuclear
Shielding of Acetonitrile in CHCl 3 Solutiona

Flexible

cluster cluster+ IEF

set 1 -5.99 -17.19
set 2 -3.12 -14.48
average -4.56 -15.84

Rigid

cluster cluster+ IEF

C‚‚‚Cl f ) 1.2 f ) mix C‚‚‚Cl

set 1 -6.08 -17.15 -13.10
set 2 -4.56 -5.35 -16.41 -11.83 -12.15
average -5.32 -16.78 -12.47

a The experimental shift is-6.2 ppm (ref 6).
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clusters because of the larger number of solvent molecules, the
analysis will be limited to one of the two previously used sets
and will be labeled as C‚‚‚Cl.

The most important result from the data in Table 4 is that
calculations on the clusters give very good mean∆σ(N) values
(-4.56 ppm for the flexible model and-5.32 ppm for the rigid
one vs the experimental-6.2 ppm) if performed in vacuo, while
the agreement with experiments becomes much worse if we
include the effects of an external continuum dielectric. By
comparison of the final mean∆σ(N) of -16.78 ppm with the
corresponding value of Table 2, obtained for the simple solute-
only model, it seems that the electrostatic long-range interactions
induced by the continuum dielectric are not significantly
modified by the partial screening due to the explicit solvent
molecules near the nitrogen atom, and indeed, the final IEF-
PCM result still presents an overestimated shielding effect (more
than twice the observed value).

The most striking fact is that neither the increase of the
screening obtained by additional explicit solvent molecules
around the solute (see C‚‚‚Cl in Table 4) nor the enlargement
of the cavity (seef ) mix in Table 4) can reduce this excessive
electrostatic effect induced by the continuum. As a matter of
fact, these two modifications have the same final effect of
reducing the gas-to-solution computed shift of∼5 ppm but still
keeping it too large with respect to the observed value.

3.3 Pyridine. The analysis done on acetonitrile has shown
some significant limits of continuum solvation models even
when coupled to discrete approaches. Easy generalizations to
other molecular systems should, however, be confirmed by
numbers. Here, in particular, we present a molecule for which
the results are completely different.

In Table 5, we report computed nuclear isotropic shieldings
and computed and experimental gas-to-solution shifts for
nitrogen of pyridine; the computed results refer to B3LYP/6-
311+G(d,p) calculations exploiting the same experimental
geometry for both gas-phase and solvated systems. Once again,
calculations in solution have been performed within the IEF-
PCM electrostatic continuum model; this time the molecular
cavity has been obtained by interlocking six spheres centered

on each heavy atom with radii equal to 1.55 and 2.0 for N and
C, respectively (all radii have been scaled by the standard 1.2
value).26

By comparing results of Table 5 with the corresponding ones
obtained for acetonitrile (see Table 2), it comes out that for
pyridine, the continuum solvation model behaves significantly
better for all different solvents. When the experimental shifts
of pyridine and acetonitrile are analyzed, it seems that these
different performances of the solvation model obtained for the
two molecules might be related to a larger contribution of
electrostatic interactions in gas-to-solution shift in pyridine. For
this molecule, in fact, all three solvents present a negative shift,
while in acetonitrile, the apolar cyclohexane was characterized
by a positive shift. In addition, the magnitude of the shifts well
correlate with the dielectric constant of each solvent thus
indicating the leader role acted by electrostatic interactions.
Clearly, also, other nonelectrostatic interactions are effective,
and in fact, for cyclohexane, the computed shift is overestimated
indicating the necessity to introduce other effects related to van
der Waals interactions. In water, on the contrary, the computed
shift is too low as this time the main missing term is that due
to H-bond specific effects. The intermediate position of CHCl3,
both as concerns its polarity and its capability to do H-bonds,
leads to a very good agreement between computed and
experimental shifts; in this case, in fact, it seems very probable
that the computed electrostatic effects, slightly overestimated
as in cyclohexane, manage to compensate for the missing effects
due to H-bonding on one hand and van der Waals interactions
on the other hand.

This analysis can be further tested by applying the same
approach used for acetonitrile; here, it is not worth reporting
the effects of changes in the cavity size (as done in Table 2 for
acetonitrile) as the results obtained with the standard cavity (i.e.,
with a scaling factorf equal to 1.2) clearly show that an eventual
enlargement of the cavity can only lead to a regular decrease
of the solvent effects.

Let us, on the contrary, repeat the analysis on clusters. As
was done for acetonitrile, for pyridine, we extract two sets of
10 solute-solvent cluster structures from MD simulations on
which we compute the isotropic shielding (details in section 2)
and the following averaging. The results obtained for the isolated
clusters and for the same clusters immersed in an external
continuum dielectric are reported in Table 6.

The comparison between clusters in vacuo and in a continuum
dielectric confirms our analysis on the important contribution
of the long-range electrostatic forces. The isolated clusters, in
fact, do not manage to account for the whole solvent effect,
and the corresponding shift is too small; including the additional
interactions due to the bulk (i.e., introducing an external
continuum) immediately recovers the complete effect (we recall
that the intrinsic uncertainty of these calculations is around 2
ppm). In this case, long-range electrostatic forces and short-
range and directional H-bonds can be algebraically summed to
give the final global effect.

Figure 4. One of the structures used in the ONIOM computations of
the C‚‚‚Cl set (see text for details).

TABLE 5: B3LYP/6-311+G(d,p) Nuclear Shielding (in ppm)
and Gas-to-Solution Shift,∆σ(N), (in ppm) on Nitrogen of
Pyridine

∆σ(N)

σ(N) calcd exptla

vac -102.78 0.0 0.0
cyclohexane -95.50 -7.28 -3.1
CHCl3 -88.81 -13.97 -14.1
water -82.49 -20.29 -29.7

a Reference 6.
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3.4. Paramagnetic Shielding and NBO Analysis.It has been
observed (and our calculations confirm these findings) that
chemical-shift trends for nitrogen nuclei in different environ-
ments arise almost entirely from variations in the local
paramagnetic shielding contribution, the corresponding local
diamagnetic term being effectively constant.

To interpret the local paramagnetic contribution in terms of
computed electronic properties, Pople27 developed a shielding
model in which variations in nuclear shielding are related to
changes in local charge densities, bond orders, and the energy
of electronically excited states. In its most used version, Pople’s
shielding model relies upon the average excitation energy (AEE)
approximation; by this means, the local paramagnetic shielding
term for nucleus A becomes

where the summation over nucleus B includes A andQAB

involves elements of the charge density-bond order matrix,∆E
is the AEE, and〈r-3〉2p is the mean inverse cube of the radius
of the 2p orbitals on the atom containing nucleus A.

From the equation above, it is possible to interpret nitrogen
shielding variations in the light of a dominant change in the
charge density and/or electronic excitation energy. Actually, the
presence of the∆E factor arises from the use of second-order
perturbation theory in the development of the expression for
the local paramagnetic shielding term; in other words, it is more
a consequence of the quantum mechanical method rather than
a parameter bearing a direct relationship to experimentally
observable electronic transitions.

If now we apply this scheme to the interpretation of H-bond
effects on nitrogen shielding, two classes of environments can
be identified: in one class, the N lone-pair electrons are directly
involved in the H-bonds and aπ-electron system is available
for low-energy nf π* transitions to be considered as possible
contributions to the paramagnetic shielding term. The effective
removal of the lone pair from the nitrogen atom eliminates the
n f π* contribution such that the paramagnetic term is reduced
in magnitude and an increase in the total nuclear shielding
occurs. Examples of this category are cyanides, imines, and
pyridine-type nitrogens. The second class of nitrogen environ-
ments, which we quote just for the sake of completeness but
do not deal with, comprises those where the N lone-pair
electrons may not be directly involved in H-bonding and/or there
is no suitableπ system available for nf π* contributions to
be worthy of consideration. In such cases, H-bond formation
could lead to an increase in the〈r-3〉 term in the equation of
the local paramagnetic term and thus to an overall shielding
decrease. Behavior of this kind is expected for amides, isoni-
triles, and most alkylamines.

To rationalize the presented results according to this inter-
pretative scheme, we have focused on the paramagnetic

contribution to the shielding,σp. In particular, we have tried to
relateσp to the net atomic charge as proposed by Karplus and
Pople32 many years ago. Natural bond orbital (NBO) analysis33

will be used here for that purpose.
This analysis has been limited to a single set of clusters for

both solutes (namely set 2 of the rigid model), for which we
have computed the paramagnetic shielding tensor and the natural
population analysis.

Starting from acetonitrile, the mean data for the selected set
of clusters (C), also including an external continuum (C+ IEF),
are reported in Table 7 together with the parallel results obtained
for the single molecule in gas phase (M) and in solution (M+
IEF).

From the results in Table 7, the linear relationship between
isotropic paramagnetic shielding and natural atomic charge
(nuclear charge minus summed natural populations of NAOs)
on nitrogen atom becomes evident, as well as its dependence
on the valence natural population. The increase of electron
population on the nitrogen atom (i.e., a more negative natural
charge) passing from the isolated molecule to the solvated
system ( described as IEF solvated molecule or cluster) can be
explained in terms of a charge separation in C-N triple bond
which, leading to a larger dipole moment, further stabilizes the
solvated molecule because of the solute-solvent interactions.

These solvent-induced changes can be quantified in terms of
the increase in the valence natural population which, in turn,
linearly depends on the 2p natural atomic orbital occupancy.
For a more detailed analysis of this point, in Table 8, we report
the diagonal components of the paramagnetic shielding tensor
(σyy is not reported as parallel toσxx) and the 2px and 2pz orbital
occupancies.

The data reported in Table 8 can be used to quantify different
effects. If we first focus on H-bonds, we see that passing from
the single molecule (isolated or surrounded by a continuum
dielectric) to the clusters, the 2pz electron occupancy is strongly
decreased due to electron donation from N to H (here the CN
bond, and thus the nitrogen lone pair, is alongz axis). This
electron charge transfer is reflected in theσzz

p values as
predicted by eq 8; removing the electron population from an
orbital allows the corresponding electron orbit to shrink toward
the nucleus increasing the〈r-3〉 term and thus the magnitude of
the paramagnetic contribution. An opposite trend, even if of
smaller magnitude, is observed for the 2px (and 2py) orbitals
and the correspondingσxx

p (N); adding H-bonding effects leads
to larger occupancies and smaller shieldings.

TABLE 6: ONIOM (B3LYP/6-311 +G(d,p) and HF/STO-3G)
Nuclear Shielding (in ppm) and Gas-to-Solution Shift
(∆σ(N)) on N of Pyridine in CHCl 3 Solutiona

cluster cluster+ IEF

σ(N) ∆σ(N) σ(N) ∆σ(N)

set 1 -95.62 -7.16 -87.89 -14.89
set 2 -93.10 -9.68 -86.26 -16.52
average -94.63 -8.42 -87.07 -15.70

a Set 1 and 2 Refer to Two Different Sets of Py(CHCl3)n Clusters
Obtained through MD simulations.

σA
P(loc) ) -

µ0p
2e2

8πm2

1

∆E
〈r-3〉2p∑

B

QAB (8)

TABLE 7: Isotropic Paramagnetic Shielding (ppm), Natural
Atomic Charge (NAC), and Total Valence Population (NP)
(au) on Nitrogen of Acetonitrile in the Isolated (M) and
Solvated (M + IEF) Molecule and in the Selected Set of
Clusters without (C) or with (C + IEF) Addition of an
External Continuum Dielectric

σp(N) NAC NP

M -358.73 -0.3400 5.3199
M + IEF -341.17 -0.4100 5.3891
C -354.32 -0.3714 5.3485
C + IEF -343.28 -0.4151 5.3917

TABLE 8: Diagonal Components of the Paramagnetic
Shielding Tensor and 2p Natural Atomic Orbital
Occupancies for N Atom in Acetonitrile

σxx
p (N) σzz

p (N) 2px 2pz

M -522.82 -30.98 1.1039 1.5289
M + IEF -497.43 -29.05 1.1356 1.5384
C -352.03 -382.49 1.2187 1.2344
C + IEF -340.54 -333.29 1.2380 1.2912
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A further effect to be considered is that due to electrostatic
long-range interactions induced by the continuum dielectric
which leads to a larger occupancy of all 2p orbitals with respect
to the isolated systems (either the single molecule or the cluster).
This result seems to indicate that at least for this solute-solvent
couple, solvation continuum models fail as electrostatic effects
are less important than and not completely coherent with those
due to H-bonds. The latter cannot be properly represented in a
continuum framework; this, in fact, cannot reproduce the
anisotropic field required to describe the strongly localized and
directional N‚‚‚H interaction. Also, in the presence of discrete
solvent molecules which should account for the H-bond part of
the interaction, the inclusion of the strong long-range electro-
static forces due to the continuum destroys the anisotropic field
produced by these solvent molecules leading to a wrong global
effect.

The interesting results obtained for acetonitrile have led us
to try to apply the same scheme of analysis to the completely
opposite behavior shown by pyridine. Following the previous
analysis on the dependence of solvent-induced changes of N
nuclear shielding of acetonitrile on the 2p natural atomic orbital
occupancy, in Table 9, we report the diagonal components of
the paramagnetic shielding tensor (σyy is not reported as it is
small and almost constant) and the 2px and 2pz orbital occupan-
cies for the cluster in gas phase (C) and in the continuum (C+
IEF). We recall that in this case, the molecule is assumed to lie
on thexz plane with an angle of 30° betweenz and N-C (in
para) axes.

From data of Table 9, it appears very clearly that this time,
H-bond effects are weak or at least less important than the
electrostatic interactions. This can be proved by two different
results. On one hand, H-bond effects cannot be very effective,
as passing from the isolated molecule (M) to the clusters (C),
we observe only a slight increase of both 2p orbital occupancies
(here, both orbitals should be involved in the H-bond because
of the orientation of the molecule with respect to the Cartesian
axes); on the contrary, for CH3CN, a significant decrease in
the 2pz orbital (in this case the only one directly involved in
H-bonding) was found. On the other hand, the electrostatic
effects seem to be dominant as by including solvent effects either
as a continuum or a cluster, very similar results are found (even
if the isolated clusters, i.e., the discrete solvent molecules alone,
produce smaller changes). Both observations seem to clarify
many aspects of the very different behavior shown by pyridine
with respect to acetonitrile and to confirm the validity of the
interpretative scheme we have formulated in terms of the relative
importance of H-bond and electrostatic effects.

4. Conclusions

The high sensitivity of nuclear shieldings to the natural
environment of the selected nucleus (i.e., the other atoms
forming the molecule and the way these are bonded but also
the external surrounding) makes it one of the best properties to
test theoretical solvation models. The studies in this direction
that have appeared so far in the literature give a spectrum of
examples and of computational methods showing very different

performances (see previously cited papers and ref 34 for a list
of additional references). In any case, however, very few efforts
have been devoted to a real rationalization of the results; an
important exception to this generalized trend is represented by
the work of Witanowski and co-workers,35 who have investi-
gated solvent-induced variations in N shieldings of many
molecular systems both in terms of an empirical scheme (that
proposed by Kamlet, Taft, and co-workers36) to quantify the
relative importance of the various components of such effects
and in terms of semiempirical calculations using the solvaton
model to numerically evaluate the solvent polarity contribution.

With the present paper, we have tried to begin a new
procedure which involves, at first, a detailed numerical analysis
through different theoretical approaches and their coupling and,
second, an analysis of the numerical results in terms of
interpretative tools derived from the same ab initio calculations
(here the NBO analysis). This scheme should allow not only
experience on the best way to compute a complex property like
magnetic shielding through ab initio calculations including the
effect of the solvent but also a deeper understanding of the
intermolecular interactions acting in a liquid phase and the way
these can be modelized through theoretical methods.

More particularly, our analysis has been focused on the
competitive effects due to short-range and highly localized (and
directional) H-bonds, on one hand, and those due to long-range
and averaged electrostatic forces, on the other hand. Other
possible interactions, such as those related to van der Waals
forces, and/or other specific effects of magnetic properties, such
as the so-called aromatic solvent-induced shift (ASIS effects),37

have not been considered here. In particular, they have been
avoided through the preliminary selection of the couple solute-
solvent. Within this specific and restricted window of analysis,
in fact, the most important interactions can be more easily
identified and accurately included in the computations through
both continuum and discrete solvation approaches, as well as
their combination.

The combined use of classical statistical simulations with
quantum chemistry techniques is becoming an efficient approach
to overcome the limitations associated with the existence of
several representative minima in the potential energy surface.
This fact is particularly true in liquid solutions, such as that of
acetonitrile or pyridine in CHCl3, with moderate to low solute-
solvent and solvent-solvent interactions. One of the most
followed coupling schemes is the use of structures classically
generated in high-level quantum chemical calculations in the
gas phase. In this work, an extension of this scheme has been
used in which supermolecule calculations are completed with
a continuum model to include the long-range electrostatic effects
which are missing in simple gas-phase clusters.

The results here presented show how this coupling is far from
being easily applied and even completely understood when the
study is performed on a complex property like the nuclear
shielding here considered. Further work in this sense must be
done in several ways.

From the point of view of the generation of the “best” clusters,
the effect of using different potentials must be studied in order
to state the possible influence in the final estimations of the
classically generated ensembles. Our results seem to indicate
that the use of rigid models can produce equivalent results when
compared to those obtained with flexible, and more complex,
force fields in the case of small and relatively rigid solutes such
as acetonitrile. However, the validity of this statement for larger
and more flexible solutes must be studied.

TABLE 9: Diagonal Components of the Paramagnetic
Shielding Tensor and 2p Natural Atomic Orbital
Occupancies of N Atom in Pyridine

σxx
p (N) σzz

p (N) 2px 2pz

M -567.09 -692.29 1.5560 1.3361
M + IEF -553.70 -661.60 1.5624 1.3415
C -554.90 -668.10 1.5579 1.3407
C + IEF -548.70 -653.60 1.5611 1.3434
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From the complementary point of view of a possible
improvement of continuum models, the results obtained for
acetonitrile give a clear and strong signal that things are more
complex than what one can predict from the simple consider-
ation of the intermolecular forces as a sum of additive effects.
In other words, the widespread idea that results will become
automatically more and more accurate just by including a larger
number of interactions in the model from whatever physical
model they are obtained has to be accepted with care; competi-
tive effects, in fact, if not computed in a coherent way (same
level of calculation and same modelistic approach), can wrongly
combine to give a final overestimated (or underestimated) effect.
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